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ABSTRACT 
 

Presently, Wireless Sensor Network is the key for various existing critical problems available in sensing domain like 
health monitoring, under water sensor network, volcano monitoring and precision agriculture. Machine learning is 
the key area of artificial intelligence. Q-learning is the part of reinforcement learning which is used to learn through 
experience and provide rewards to generate value function to finally update the results. The combination of Wireless 
sensor network and Q-learning create an intelligence to save energy consumption in wireless sensor network to 
achieve higher PDR and lower end to end packet delay. In this research study, we are proposing an intelligent sensor 
network algorithm to achieve the same based upon q-learning technique. We have compared the result with existing 
algorithms like RLLO (Wenjing et al., 2014) to better justify our research findings based upon various performance 
matrices like energy consumption, PDR and lower end to end delay. 

 Keywords: Wireless Sensor Network, Q-Learning, Reward, Value Function and PDR. 

INTRODUCTION  
 
Wireless Sensor Network works in very critical and challenging conditions where they constantly sense the changes 

from environment. To maintain complete correctness, a WSN operation needs to be smart enough to face on the spot 

challenges. Generally machine learning techniques are the answer for these kinds of requirements. Many scientists, 

researchers have already applied machine learning techniques in WSN for the recognition of activities, health care 

related issues, flight control and volcano monitoring. Machine learning algorithms are mainly divided into two 

categories: supervised and unsupervised. Q-learning (Christopher et al., 1992) which is derived from machine 

learning falls under reinforcement learning. The combinations of WSN and Q-learning (Christopher et al. 1992) 

have been applied in various wireless sensor network applications. In this research study, we are proposing an 

intelligent WSN algorithm to overcome various challenges using q-learning under certain performance matrices like 

PDR, end to end delay and energy consumption ratio (S.K. et al., 2011) (Ibrahim M. et al., 2017).  

LITERATURE SURVEY 
 
According to authors (Christopher et al., 1992) and (Kaelbling L.P. et al., 1996) the authors have described basics of 
q-learning techniques, RL Model, RL Behavior, Learning Automata, Delayed Awards, Policy iteration, and Model 
free methods which are very useful to implement in dynamic environments. According to authors (Yu-Han Chang et 
al., 2003), the authors focused to develop a rich new domain for multi agent reinforcement learning and establish 
several first results in this area. There was a need to make interplay between routing and movement. According to 
authors (Jamal N. et al., 2004), the author presented various routing challenges and design issues in wireless sensor 
network which are really very useful to understand problem areas in WSN. According to authors (Liu Z. et al., 
2006), here author has given unique RL framework to develop energy efficient MAC protocol. Here the proposed 
framework can be used for cross-layer optimization in ad-hoc clusters of sensor nodes. According to authors (Nik. et 
al., 2006), here author explores how the nodes of a WSN can use policies for self-configuration. Depending on the 
state of a node’s local environment, the policy determines how the node should configure. They showed how 
Machine Learning methods can be used in simulated networks to search for optimal policies for specific scenarios. 
According to authors (Wang P. et al., 2006), here author presented a novel routing scheme, AdaR which adaptively 
learns an optimal routing strategy, depending on multiple optimization goals. This paper does not used   point-to-
point routing, and not extended the technique to the case that multiple sensors cooperate with each other to facilitate 
routing. According to authors (Dyo V.  et al., 2007), here author proposed an algorithm for energy efficient node 
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discovery in sparsely connected mobile wireless sensor networks. The work takes advantage of the fact that nodes 
have temporal patterns of encounters and exploits these patterns to drive the duty cycling. Duty cycling is seen as a 
sampling process and is formulated as an optimization problem. Author (S.K. et al., 2011) (Ibrahim M. et al., 2017) 
have also used reinforcement learning techniques to detect and dynamically change the times at which a node should 
be awake as it is likely to encounter other nodes. 

PROPOSED ALGORITHM 
 
The q-learning algorithm (Christopher et al., 1992) used to learn from experience and create state and action to 
finally generate the updated policy function (Anna et al., 2007) (Mihil M. et al., 2009). The following algorithm 
works in suggested manner to provide efficiency (Zhang Y. et al., 2010) in WSN.   

I/P=Initial Sensor Query, Define Possible Grid State(s, a) and Move Towards (L R U D) 

O/P= Goal Achieved/Target Completed 

# Start of Algorithm 

Begin 

For (Every State Si: S) \\ Generates Action 

Begin 

Step1: Fetch the Start State Si 

Step2: Find Possible Move or Search (L R U D) and Execute 

Step3: Check for Goal Status 

Step4: If (Yes: Goal=Start State) 

Update Discount Rate DR1=DRγN1- i   and i=i+1 

Step5: Else 

{ 

Goal ≠ Stat States 

Store (s,a) value in look-up-table 

} 

Step6: Go to Step2 

End 

End. \\Target Achieved 

where discount rate (DR1) (Ibrahim M. et al., 2017) is γ with range of (0<γ<1), which reduces effect of future 
expected rewards. (N1) is counted step and (i) is total step in the problem. Action or movement performed by agent 
is represented in the form of L: Left, R: Right, U: Up, D: Down 

SIMULATION AND RESULT 

 

We have simulated the proposed algorithm in MATLAB shown in figure 1 with following parameters specified in 

Table 1. 

Table 1: Simulation Parameters 

No of Nodes 50 

Learning Rate (α) 0.9,0.8,0.7 

Discount factor (ϒ) 0.1,0.2,0.3 

Initial Energy (in 500 mJ 
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jule) 

Range of 
transmission 

100 m 

Range of interference 50 m 

Rate of Packet 
Generation 

10 s 

MAC protocol CSMA 

Physical layer 
protocol 

IEEE 802.15.4 

Dissemination of 
Data 

0.5 s , 01 s and 
01.5 s 

               
Figure 1: Proposed algorithm simulation in MATLAB 

after successful simulation of proposed intelligent sensor network algorithm (figure 1) in MATLAB, we found that 
our algorithm performed better than existing RLLO (Wenjing et al., 2014) algorithm under various performance 
metrics like packet delivery ratio, average end to end delay, and throughput with energy consumption shown below.       
(i)           PDR: 

 
 

 

Figure 2: PDR Ratio 
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(ii) END TO END DELAY : 

                               
Figure 3: End to End Delay 

 

(iii) THROUGHPUT 

         
Figure 4: Throughput 

(iv) ENERGY CONSUMPTION 

 

         
Figure 5: Energy Consumption 

CONCLUSION AND FUTURE SCOPE 
 
We have simulated the proposed algorithm (figure 1) in MATLAB with parameters specified in table 1 and also 
compared with existing algorithm RLLO (Wenjing et al., 2014). We found that our proposed algorithm (figure 1) 
performs better under various performance matrices like PDR ratio (figure 2), end to end delay (figure 3), 
throughput (figure 4) and energy consumption (figure 5). In future, we will try to implement this algorithm on real 
wireless sensor network. 
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