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ABSTRACT 

 

Networked computer systems are often used for executing computation intensive applications. The 

computers in these systems can have varying processing speeds and architectures. Due to this 

heterogeneity, the performance of applications can be impacted if the load is not properly 

balanced among the networked computers. In this paper, we model/implement a fair job-optimal 

load balancing algorithm for star network configured computer systems using M/M/1 queuing 

model. The objective of this algorithm is to provide fairness to all jobs in the system i.e. all jobs of 

approximately the same size will experience approximately the same average response time 

irrespective of the computers allocated for their execution.  
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INTRODUCTION 

The load on modern distributed computing systems such as the cloud computing systems has been increasing 

tremendously with the development of complex applications (Rzadca et al., 2007). Efficient job allocation to 

computing resources is essential for improving the performance of networked computing systems. In order to 

balance the load among the computers (nodes), load balancing algorithms consider several factors including the 

heterogeneity in the service/processing rate of computers, loads on computers, and the architecture of the computers. 

The objective of load balancing algorithms can be, for example, to minimize the overall average response time of 

the (jobs) in the system, or to minimize the average response time of a class of jobs, or to minimize the average 

response time of individual jobs. Load balancing algorithms may either take the average system statistics or current 

system information in making job allocation decisions.  

 

In this paper, we implement a fair job-optimal load balancing algorithm for star network configured computer 

systems. We model the individual optimal policy for star network configured computer systems studied by 

(Kameda, et al., 1997) using M/M/1 queuing model. Star network configured computer systems consist of a central 

node to which all other computing nodes are connected. The central node can be a switch, hub or a computer, and 

acts as a conduit to transmit messages. The objective of the implemented algorithm is to provide fairness to all jobs 

in the system i.e. all jobs of approximately the same size will experience approximately the same average response 

time irrespective of the computers allocated for their execution.  

System optimal and job optimal load balancing policies for star networked systems have been studied in (Kameda, 

et al., 1997). An implementation of an optimal load balancing algorithm for star networked configurations based on 

M/M/1 queuing model for nodes and network links has been provided in (Penmatsa, 2015). Fair load balancing 

considering a single channel network with M/M/1 node and network models has been studied in (Penmatsa, 2011). 

Load balancing in distributed systems using cooperative game theory for providing fairness to all the jobs has been 

studied in (Grosu et al., 2008). Resource management in grid computing systems for providing fairness based on 

game theory has been studied in (Rzadca et al., 2007). A dynamic load balancing policy for distributed computer 

systems with star topology has been studied by (Lim, et al., 1995).  A survey of some modern techniques for load 

balancing in distributed systems can be found in (Aslam et al., 2015). 
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FAIR LOAD BALANCING 

We consider a star networked system consisting of n computers (nodes) connected to a central node (similar to 

Penmatsa, 2015 and Kameda, et al., 1997) as shown in Figure 1. The nodes and the network links are modeled as 

M/M/1 queuing systems (Jain, 1991). Based on the above assumption, the mean node delay for a job at computer i is 

given by (Jain, 1991): 

 

𝐹𝑖(𝛽𝑖) =  
1

(𝜇𝑖− 𝛽𝑖)
        (1) 

 

where µi is the service rate of node i and βi is the job processing rate at node i.  

 

The mean communication delay for a job at computer i is given by (Jain, 1991): 

 

𝐺𝑖(𝜆𝑖) =  
𝑡

(1−𝑡𝜆𝑖)
   𝜆 <  

1

𝑡
         (2) 

 

where t is the mean communication time for sending or receiving a job from one computer to another and 𝜆𝑖 is the 

network traffic because of computer i.   

 

Figure 1. Star Networked Computer System 

The nodes are classified as follows: 

 Sink nodes (S): Only receive jobs from other nodes but do not send out any jobs. 

 Idle source nodes (Rd): Do not process any jobs (βi = 0) and send all the jobs to other nodes. Do not receive 

any jobs from other nodes. 

 Active source nodes (Ra): Processes part of the jobs that arrive and send the remaining jobs to other nodes. 

But, they do not receive any jobs. 

 Neutral nodes (N): Process jobs locally without sending or receiving jobs. 

Let  𝐻𝑖(𝛽𝑖) =  𝐹𝑖(𝛽𝑖) −  𝐺𝑖(𝜆𝑖)              (3) 

The following relations are equivalent to the equilibrium conditions (Kameda, et al., 1997). At the equilibrium 

solution (loads), a job cannot reduce its average (mean) response time even if it is transferred to another node for 

remote processing: 

𝐻𝑖(𝛽𝑖) ≥  𝛼,         𝛽𝑖 = 0                  𝑓𝑜𝑟 𝑖 ∈ 𝑅𝑑 (4) 

𝐻𝑖(𝛽𝑖) =  𝛼,        0 <  𝛽𝑖 <  𝜙𝑖       𝑓𝑜𝑟 𝑖 ∈ 𝑅𝑎 (5) 
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𝐻𝑖(𝛽𝑖)  ≤  𝛼,        𝛽𝑖 =  𝜙𝑖              𝑓𝑜𝑟 𝑖 ∈ 𝑁 (6) 

𝛽0 =  𝐹0
−1(𝛼) (7) 

subject to the flow constraint 

𝐹0
−1(𝛼) + ∑ 𝐻𝑖

−1(𝛼)𝑖 ∈𝑅𝑎
+ ∑ 𝜙𝑖𝑖 ∈𝑁 =  𝜙   (8) 

where ϕi is the external job arrival rate at computer i, Φ is the total external job arrival rate into the system (∑ 𝜙𝑖
𝑛
𝑖=1 ), 

and α is the Lagrange multiplier. The following load balancing algorithm computes and allocates loads (job 

processing rates) to computers such that all jobs of approximately the same size will experience approximately the 

same average response time irrespective of the computers allocated for their execution. 

FAIR-STAR ALGORITHM: 

Input:  

Node service rates: 𝜇1, 𝜇2, 𝜇3, … 𝜇𝑛 

Node job arrival rates: 𝜙1,𝜙2, 𝜙3, … 𝜙𝑛 

Mean communication time: 𝑡 

 

Output:  

Node processing rates (load allocation to the nodes): 𝛽1, 𝛽2, 𝛽3, … 𝛽𝑛 

1. Initialization:      𝛽𝑖 =  𝜙𝑖;       𝑖 = 1, 2, … 𝑛. 

2. Order computers (nodes) in decreasing order of their  𝐻𝑖
′𝑠. 

3. Find 𝛼 (Lagrange multiplier) such that 𝜆0(𝛼) =  𝜆𝑅(𝛼), by using, for example, a binary search. 

4. Determine the optimal loads of computers: 

 𝛽𝑖 = 0 𝑓𝑜𝑟 𝑖 𝑖𝑛 𝑅𝑑(𝛼) 

 𝛽𝑖 = 𝐻𝑖
−1 (𝛼)𝑓𝑜𝑟 𝑖 𝑖𝑛 𝑅𝑎(𝛼) 

 𝛽𝑖 = 𝜙𝑖 𝑓𝑜𝑟 𝑖 𝑖𝑛 𝑁(𝛼) 

 

The above algorithm takes the average system statistics such as the average arrival rates of jobs to the computers 

into account and hence is static in nature. The algorithm must be executed whenever the system loads (arrival rates) 

change over some threshold or periodically in order to compute a new load (job processing rates) allocation to the 

computers.  

 

Preliminary results using a star networked system comprising of 32 computers showed that the mean response time 

of jobs achieved by FAIR-STAR algorithm is close to that of STAR-OPTIM (Penmatsa, 2015) and considerably 

lower than that of PROP (Chow et al. 1979). Also, the mean response times achieved by FAIR-STAR for all the 

computers are almost equal which shows that all jobs experience almost the same execution time independent of the 

allocated computer. The objective of STAR-OPTIM is to minimize the mean response time of jobs in the system in 

order to provide a system-optimal solution. PROP allocates jobs to computers in proportion to their service rates. 

The 32 node system considered has four types of computers with varying service rates to simulate a heterogeneous 

system. 

 

CONCLUSION 

In this paper, we presented a job-optimal load balancing algorithm for star network configured computer systems. 

The objective of this algorithm is to provide fairness to all jobs in the system i.e. all jobs of approximately the same 

size will experience approximately the same average response time irrespective of the computers allocated for their 

execution. In future work, we plan to evaluate the performance of FAIR-STAR algorithm by comparing it with a 

system-optimal algorithm using simulations with various system configurations.  
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