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ABSTRACT 

 

Star network configured computer systems consist of a central node to which all other computing 

nodes are connected. The central node can be a switch, hub or a computer, and acts as a conduit to 

transmit messages. The computing nodes in these networks may be heterogeneous and have varying 

workloads. Without proper load balancing, the performance of these systems would be degraded. 

In this paper, we model/implement an optimal load balancing algorithm for star network configured 

computer systems using M/M/1 queuing model for nodes and network links. In M/M/1 queuing 

model, the inter-arrival times of jobs and the service times of computers are exponentially 

distributed. The objective of the optimal load balancing algorithm is to minimize the average 

response time of jobs in the system.  
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INTRODUCTION 

In distributed computer systems, the computing nodes (computers/nodes) can be arranged in various ways depending 

on how they need to communicate with each other. A network topology determines how different nodes in a network 

are connected to each other and how they communicate. Examples of network topologies include point-to-point, bus, 

star, ring, mesh, and tree. The point-to-point is the simplest topology with a permanent link between two nodes. In 

systems where bus topology is used, each node is connected to a single cable (bus). Star network configured computer 

systems consist of a central node to which all other computing nodes are connected. The central node can be a switch, 

hub or a computer, and acts as a conduit to transmit messages. 

 

The computing nodes in these distributed systems may be heterogeneous and have varying workloads. Without proper 

load balancing, the performance of these systems would be degraded. In this paper, we model/implement an optimal 

load balancing algorithm for star network configured computer systems using M/M/1 queuing model for nodes and 

network links. In M/M/1 queuing model, the inter-arrival times of jobs and the service times of computers are 

exponentially distributed. The objective of the optimal load balancing algorithm is to minimize the average response 

time of jobs in the system.  

A dynamic load balancing policy for distributed computer systems with star topology has been studied by (Lim, et al., 

1995). In this study, a sender-initiated dynamic load balancing policy is considered. The problem of minimizing the 

average job response time in a star configured distributed computing system with N peripheral processors and one 

central processor is studied by (Dattatreya, et al., 1996). Optimal static load balancing in star network configurations 

with two-way traffic has been studied by (Li, et al., 1994). A general model for optimal static load balancing in star 

network configurations has been provided by (Tantawi, et al., 1984). A more efficient load balancing algorithm than 

the one proposed by (Tantawi, et al., 1984) for a distributed computer system with star network configurations is 

derived by (Kameda, et al., 1997). In this paper, we model the optimal load balancing algorithm for star network 

configured computer systems studied by (Kameda, et al., 1997) using M/M/1 queuing model. 

The rest of the paper is organized as follows. In the next section, the star network configuration system, terminology, 

and assumptions are presented. Then, the load balancing problem for obtaining an optimal solution and an algorithm 

for computing the optimal solution are presented. Finally, conclusions and future work are presented. 
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THE STAR NETWORK CONFIGURATION SYSTEM 

In this section, the system model is presented. The star network configuration system consists of n heterogeneous 

nodes (computers) connected to a central node as shown in Figure 1.  

 

 

Figure 1. System Model 

 

The terminology and assumptions used (similar to (Kameda, et al., 1997) and (Penmatsa, et al., 2011)) are as follows: 

The nodes and the network links are modeled as M/M/1 queuing systems (Jain, 1991). In these queuing systems, the 

inter-arrival times and the service (processing) times are exponentially distributed and jobs arrive in a single queue 

(which is assumed to have infinite capacity) to a single computing resource with a First Come, First Served service 

discipline. 

The service rate of computer i is denoted by µi (i.e. the number of jobs that can be processed by the processor at 

computer i per unit time). The external job arrival rate at computer i is denoted by ϕi (i.e. the number of external jobs 

arriving at computer i per unit time). Hence, the total external job arrival rate to the system is ∑ 𝜙𝑖
𝑛
𝑖=1  which is denoted 

by Φ. The job processing rate at computer i is denoted by βi (this is the number of jobs per second that will be processed 

at computer i per unit time as allocated by the load balancing scheme). The mean communication time for sending or 

receiving a job from one computer to another is denoted by t. The network traffic because of computer i is denoted by 

𝜆𝑖. 

Based on the above assumptions, the mean node delay (mean response time) for a job at computer i is given by: 

 

𝐹𝑖(𝛽𝑖) =  
1

(𝜇𝑖− 𝛽𝑖)
        (1) 

 

The mean communication delay for a job at computer i is given by: 

 

𝐺𝑖(𝜆𝑖) =  
𝑡

(1−𝑡𝜆𝑖)
   𝜆 <  

1

𝑡
         (2) 

 

 

 

Central Node 

(0) 

1 

2 

3 

n 

Computers (nodes) 



Review of Business and Technology Research, Vol. 12, No. 1, 2015  22 

 

 

The nodes are classified as follows (similar to (Tantawi, et al., 1984)): 

 Sink nodes (S): Only receive jobs from other nodes but do not send out any jobs. 

 Idle source nodes (Rd): Do not process any jobs (βi = 0) and send all the jobs to other nodes. Do not receive 

any jobs from other nodes. 

 Active source nodes (Ra): Processes part of the jobs that arrive and send the remaining jobs to other nodes. 

But, they do not receive any jobs. 

 Neutral nodes (N): Process jobs locally without sending or receiving jobs. 

OPTIMAL LOAD BALANCING 

The problem of minimizing the mean response time of a job can be expressed as (Kameda, et al., 1997)): 

minimize 𝐷(𝛽) =  
1

Φ
[∑ 𝛽𝑖

𝑛
𝑖=0 𝐹𝑖(𝛽𝑖) +  ∑ (𝜙𝑖

𝑛
𝑖=1 − 𝛽𝑖) 𝐺𝑖(𝜙𝑖 −  𝛽𝑖)]     (3) 

subject to the following conservation, stability, and positivity constraints. 

Conservation constraint:  ∑ 𝛽𝑖
𝑛
𝑖=0 =  Φ        (4) 

Stability constraint:  𝛽𝑖 ≤  𝜙𝑖 ,       𝑖 = 1, 2, … , 𝑛       (5) 

Positivity constraint:  𝛽𝑖 ≥ 0,        𝑖 = 0, 1,2, … , 𝑛       (6) 

The conservation constraint states that the total external job arrival rate into the system should be equal to the total job 

processing rate (of all the computers). The stability constraint states that the job processing rate at a computer should 

not be greater than the external job arrival rate to that computer. The positivity constraint states that the job processing 

rate at a computer should not be negative.  

The marginal node delay is defined as: 

𝑓𝑖(𝛽𝑖) =  
𝛿

𝛿𝛽𝑖
(𝛽𝑖𝐹𝑖(𝛽𝑖))          (7) 

Substituting Equation (1) in Equation (7), we have: 

𝑓𝑖(𝛽𝑖) =  
𝛿

𝛿𝛽𝑖
(

𝛽𝑖

𝜇𝑖− 𝛽𝑖
) =  

𝜇𝑖

(𝜇𝑖− 𝛽𝑖)2         (8) 

The marginal communication delay is defined as: 

𝑔𝑖(𝜆𝑖) =
𝛿

𝛿𝜆𝑖
(𝜆𝑖𝐺𝑖(𝜆𝑖))           (9) 

Substituting Equation (2) in Equation (9), we have: 

𝑔𝑖(𝜆𝑖) =
𝛿

𝛿𝜆𝑖
(

𝑡𝜆𝑖

1−𝑡𝜆𝑖 
)          (10) 

Hence, 

𝑔𝑖(𝜙𝑖 − 𝛽𝑖) =
𝛿

𝛿𝛽𝑖
 (𝜙𝑖 −  𝛽𝑖)𝐺𝑖(𝜙𝑖 − 𝛽𝑖) =  

1

(1−𝑡(𝜙𝑖− 𝛽𝑖))
2      (11) 

The difference between the marginal node delay and the marginal communication delay is denoted by ℎ𝑖(𝛽𝑖). So,  

 ℎ𝑖(𝛽𝑖) =  𝑓𝑖(𝛽𝑖) −   𝑔𝑖(𝜙𝑖 −  𝛽𝑖),         𝑖 = 1, 2, … , 𝑛       (12) 

Substituting Equation’s (8) and (11) in Equation (12), we have,   

 ℎ𝑖(𝛽𝑖) =  
𝜇𝑖

(𝜇𝑖− 𝛽𝑖)2 −  
1

(1−𝑡(𝜙𝑖− 𝛽𝑖))
2 ,         𝑖 = 1, 2, … , 𝑛       (13) 
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Kameda, et al., 1997 derived three properties (Property 1.6, 1.7, and 1.8) based on the Tantawi-Towsley Theorem for 

star network configurations (Tantawi, et al., 1984). The following load balancing algorithm provides an optimal 

solution for star network configurations using M/M/1 queuing model for nodes and network links by substituting the 

expressions derived above in Equations (8), (11), and (13) for 𝑓𝑖 , 𝑔𝑖 , and  ℎ𝑖  respectively in Property’s 1.6, 1.7, and 

1.8 in (Kameda, et al., 1997). 

ALGORITHM: 

1. Order computers (nodes) in decreasing order of their  ℎ𝑖
′𝑠. 

2. Find 𝛼 (Lagrange multiplier) such that 𝜆0(𝛼) =  𝜆𝑅(𝛼), by using, for example, a binary search. 

3. Determine the optimal loads of computers: 

 𝛽𝑖 = 0 𝑓𝑜𝑟 𝑖 𝑖𝑛 𝑅𝑑(𝛼) 

 𝛽𝑖 = ℎ𝑖
−1 (𝛼)𝑓𝑜𝑟 𝑖 𝑖𝑛 𝑅𝑎(𝛼) 

 𝛽𝑖 = 𝜙𝑖 𝑓𝑜𝑟 𝑖 𝑖𝑛 𝑁(𝛼) 

 

CONCLUSION 

In this paper, we presented an optimal load balancing algorithm for star network configured computer systems using 

M/M/1 queuing model as node and network link models. The objective of the optimal load balancing algorithm is to 

minimize the average response time of jobs in the system. In future, we plan to evaluate the performance of the optimal 

algorithm using simulations with various system configurations.  
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