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   ABSTRACT 

 

As the complexity of the network is increasing day by day along with the benefits we are getting there are also a 

lot of complexities involved with it, so there is a need for the study of Intrusion Detection System. The present 

category of Intrusion Detection Systems are however good but there are problems regarding performance and 

time. So we study the Intrusion Detection System Based on Particle Swarm Optimization algorithm and extreme 

learning machine which effectively reduces the total cost of time and gives efficient output. Lots of worked 

done in the field of the intrusion detection system. The main focus of our paper develops the hybrid model of 

PSO-ELM with feature selection. Result of our model is 99.7% accurate. 

 

KEYWORDS: Intrusion Detection System, Particle Swarm Optimization, Features optimization, Extreme 

Learning Machine. 

 

INTRODUCTION 

 

In the past few years due to the increased complexities of the networks there raised many security issues.  By the 

reports of Computer Emergency Response Team (CERT) the amount of intrusions has excessively increased 

year by year. If any dangerous intrusion or attack on the network vulnerabilities, computers or information 

systems may lead to serious disasters, and violate the computer security policies, i.e., Confidentiality, Integrity 

and Availability (CIA)Ms. Parag K. Shelke et. al. 2012;Hassen  Mohammed Alsafi et. al. 2012;Kazi Zunnurhain 

and Susan V. Vrbsky 2013. As of now, the threats to information security are still significant research issues. 

Though  there  are a number of existing   literatures  to survey  IDS (Denning,1987;   Lunt, 1993; Mukherjee et 

al. 1994;   Debar et al., 1999;   Axelsson., 2000;  Mishra et al., 2004;  Krugeland  Toth,2000;   Jones and 

Sielken, 2000;   Debar et al., 2000;    Mukkamala  and  Sung, 2003;   Estevez-Tapiador et al.,  2004;  Delgado et 

al., 2004; Kabir and –Ghorbani.,  2005; Anantvalee and Wu., 2007;  Patcha and Park,  2007;  Tucker et al., 

2007;   Mandala et al., 2008;   Garcia Teodoro et al., 2009;  Amer and Hamilton,2010;  Xie et al.,2011;We  try 

to  give  more  understanding  about  IDS and  Particle Swarm   OptimizationMs. Parag et. al. 2012; S. Gajek et. 

al. 2007;C. Yue and H. Wang 2010;.  First of all, we want to differentiate between the intrusion detection, 

intrusion detection system (IDS) and intrusion prevention system(IPS)Y. del Valle et. al.  2008;Yonghe Lu et. 

al. 2015; T.Sousa et. al. 2004;I. De Falco et. al. 2007; Qi Shen et. al. 2007;Qi Shen et. al. 2008; Li-Yeh Chuang 

et. al. 2008. 

Initially, National Institute Of Standards and Technology (NIST) described that intrusion is an attempt to 

compromise CIA Ms. Parag K. Shelke et. al. 2012;Hassen  Mohammed Alsafi et. al. 2012;Kazi Zunnurhain and 

Susan V. Vrbsky 2013.The intrusion detection is a  process of monitoring the harm-full events that are occurring 

in our computer system or network,  and analyzing the signature of the intruder or harmful users, As the wireless 

networks are growing too high and gaining widespread deployment, everyone is adopting wireless network 

which is not very much secured so this one is easier one to attack than any other wired network. 

Denial Of Service(DOS) Attacks analyzed and IDS can be categorized as wireless-based Intrusion Detection 

System. The intrusion detection system, Intrusion Detection System(IDS)  is the software or hardware system to 

perform the intrusion detection process (Bace and Mell, 2001; Stavroulakis and Stamp, 2010).  Intrusion 

Prevention System is a system, which tries to stop the attacks from the attackers and it will remember the 

intruder’s details for recognizing the further attacks. Y. Leu et. al. 2008;Bharat Rathi and Dattaray V.Jadhav 

2014;Mehdi maukhafi et. al. 2017; Mohammad Sazzadul Hoque et. al. 2012. In some articles, Intrusion 

Detection and Prevention system(IDPs) and Intrusion Prevention System(IPS) are treated as synonyms. 

Where the  IDPs is used in the security  community,  here we focus on the classification of IDS based on the 

work that it is going to perform, the other hand cloud computing leverages existing  technologies,  such as 

virtualization and distributed computing, and has recently became popular as a new paradigm for hosting and 

delivering services over the internet. Chen et. al. 2013;Amjad Hussain Bhat et. al. 2013;Mehdi maukhafi et. al. 

2017; Mohammad Sazzadul Hoque et. al. 2012;Han C. et. al.2011. 

It has recently emerged as a new paradigm for hosting and delivering services over the Internet. Virtualization is 

a technology that abstracts away the details of physical hardware and provides the capability of pooling 
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computing resources from clusters of servers,  storages, and networks for high-level applications Dr. V. 

Venkatesa Kumar and  M. Nithya 2014. Cloud platforms leverage virtualization technology to achieve the goal 

of providing computing resources as a utility. Therefore, we also study security issues on Virtual Machines 

(VMs). The remainder of this paper as follows. We describe IDS methodologies, and the classification of IDS 

approaches then introduces four classes of IDS technologiesQ. Chen et. al. 2013.We study Intrusion Detection 

System(IDS) issues on VMs  Subsequently,  two software-oriented solutions, Snort and Clam AV, are 

mentioned, as they are well known and widely used open-source tools. And then draws our conclusion, and 

gives future challenges. 

 

EXTREME LEARNING MACHINE (ELM) 
 
This algorithm is a feature optimization algorithm. ELM worked for filling the gap in between Frank 

Rosenblatt’s Dream and John von Neumann’s puzzle. This is a feature optimization and classification technique. 

This will be worked on a single hidden layer withthe feed-forward-neural network. The hidden layer will 

generate random basis G.B. Hung et. al. 2006; G. B. Hung and L. Chen 2007;G. B. Huang et. al.2012;G.B. 

Huang 2014;J. Tang et. al. 2015;G.B. Huang et. al. 2015; L. L. C. Kasun et. al. 2013. ELM provides the best 

features for training and testing. We can find the best result by using this algorithm G.B. Hung et. al. 2006; G.B. 

Hung and L. Chen 2007; G. B. Huang  et. al. 2012; G.B. Huang 2014; J. Tang et. al. 2015; G.B. Huang et. al. 

2015; L. L. C. Kasun et. al.  2013. 

 

 
Figure1: Working model of ELM. 

 

PARTICLE SWARM OPTIMIZATION ALGORITHM  
 

PSO is a simple algorithm based on swarm intelligence which is used for solving many issues. It is mainly used 

to optimize the output using mathematical formulas. PSO used in various domains to solve their problems like 

load balancing, workflow scheduling, searching, enhancing performance and so on. This algorithm can also be 

implemented in the cloud and for this, some changes are going to make in the steps of an algorithm without 

changing the core concepts. Parag et. al. 2012. The algorithm has made a successful run using different 

languages and tools like Java, .NET, MATLAB, C++. We have worked on MATLAB trial version. 

PSO algorithm is adopted in the field of task mapping, resource allocation, and scheduling. For example, PSO 

could be able to find a near-optimal solution for mapping all tasks in the workflow for the given set of resources 

Hassen  Mohammed Alsafi et. al. 2012; Abdulhamit Subasi 2013;Bing Xue et. al. 2014;H. Hannah Inbarani et. 

al. 2014;  Subhajit Kar et. al. 2015. Tasgetiren et al. proposed a PSO based algorithm for resource allocation by 

keeping the track of position value and fitness value calculated from a fitness function. Xue et al., S. Gajek et. 

al. 2007 developed an algorithm for time-cost optimization on scheduling workflow applicationsper Unler and 

Alper Murat 2010;Alper Unler et. al. 2011; Pei-Chann Chang et. al. 2012;Abdulhamit Subasi 2013; Bing Xue et. 

al. 2014;H. Hannah Inbarani et. al.  2014; Subhajit Kar et. al. 2015. 

 Many meta-heuristic algorithms have been proposed such as PSO algorithm that is appropriate for dynamic task 

scheduling include. On the other hand, Particle Swarm Optimization (PSO) has become popular because of its 

simplicity and its effectiveness in a broad range of application. Some of the applications that have used PSO to 

solve NP-Hard problems like Scheduling problem C. Yue and H. Wang 2010 and the task allocation problem  

Dr. V. Venkatesa Kumar and  M. Nithya 2014. Many meta-heuristic algorithms have been proposed such as 

PSO algorithm that is appropriate for dynamic task schedulingBehnam amir et. al. 201;Abdulhamit Subasi 

2013;Bing Xue et. al. 2014;H. Hannah Inbarani et. al. 2014; Subhajit Kar et. al. 2015. 

 

DETECTION METHODOLOGIES 
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Intrusion Detection Methodologies can be classified into three major categories: Signature-based Detection 

(SD), Anomaly-based Detection(AD) and State-full  Protocol Analysis (SPA). 

Signature-based Detection(SD):- A Signature is a pattern or string which is used to detect the known attacks. 

SD(signature-based detection) is a process of comparing patterns against events that are occurring to detect the 

possible intrusion. These systems work by matching user activity with stored signatures of known attacks. Such 

detection systems use a predefined knowledge base to check whether the new network connection is in that 

knowledge database. If yes, the IDS consider this connection as a possible attack and then block it. 

 Anomaly-Based Detection:- It is a process of comparing normal profiles with events recognized to detect the 

possible attacks. e.g. attempted break-in, masquerading, penetration by a legitimate user, Denial of Service 

(DOS), Trojan horse, etc. It detects the intrusion by comparing the behavior of the individual with normal 

behavior. If it is abnormal, then he is marked as unauthenticated and he is stopped from entering into the 

network Mianyang Sichuan (2014),Bharat Rathi and Dattaray V. Jadhav 2014. It is used for finding out the 

unknown attacks, which is its advantage. But the main disadvantage behind this is that it is having a high false 

rate.   

State-full Protocol Analysis (SPA):- The network protocol models in SPA are based originally on protocol 

standards from international standard organizations, e.g., IETF. SPA is also defined as Specification-based 

Detection. Hybrid IDS use more different methodologies to give more extensive and accurate results. Because 

of different methodologies focuses on known attacks/threats and the latter focuses on unknown attacks.One 

author Stavroulakis and StampS. Gajek et. al. 2007proposed classification to subdivide these Approaches into 

three subcategories including computation, Depended on approach, and biological concepts. We present a 

classification of five subclasses with an in-depth perspective on their characteristics:  Statistics-based, Pattern-

based, Rule-based, State-based and Heuristic-basedAli Al-maamari and Fatma A. Omara 2015.  

 

TECHNOLOGY TYPES 
 
Nowadays, there exist many types of IDS technologies. We can divide  the technologies into four classes 

according to where  they  are deployed to inspect suspicious activities, and what the events they are capable of 

recognizing, The four classes  are as follows: Host-based Intrusion Detection System (HIDS),  Network-based 

Intrusion Detection System (NIDS),  Wireless-based Intrusion Detection System (WIDS),  Network Behavior 

Analysis (NBA) and  Mixed Intrusion Detection System (MIDS).  The HIDS collects and monitors the host with 

sensitive information and host running public servers. A NIDS captures the network traffic at the particular 

segment of the network and analyzes the activities of the application to detect the possible intrusions. WIDS is 

same as NIDS, but it captures wireless network traffic,   such as ad-hoc networks, wireless sensor network, and 

wireless mesh networks. Besides, an NBA system inspects network traffic to recognize attacks with unexpected 

traffic flows. Adopting multiple technologies like MIDS gives a more accurate resultMohammad Sazzadul 

Hoque et. al.2012;Bharat Rathi and Dattaray V. Jadhav 2014; JamesKennedy and Russell Eberhart 1995. 

The components in IDS include sensor and agent, where the first one is typically used for NIDS, WIDS and   

NBA systems to monitor the systems on the networks, and HIDS uses the other to monitor and analyze 

activities. Both the agent and sensor are capable of delivering data to the Management Server(MS) and Database 

Server(DS), where the MS is core device for storing information of the events occurred and the DS is just a 

repository storing event information. Moreover, there are two types of network architectures. The former one is 

the Managed Network (MN), an isolated network deployed to hide or protect the secret information from 

intruders  

Detection methodologies in most of the computer need good tuning to get deployed, As to the prevention issue, 

we suggest the reader to refer the paperAli Al-maamari and Fatma A. Omara 2015for better expositions. A 

common drawback of IDS is they cannot give accurate detection. False-positive (FP) and false-negative (FN) 

are the indicators to assess the extent of accuracyBharat Rathi and dattaray v.jadhav 2014;Mehdi maukhafi et. 

al. 2017;James  Kennedy and Russell Eberhart 1995;Mohammad Sazzadul Hoque et. al.  2012. 

Further, we summarize and refine the previous surveys to give a new perspective for IDSs. In the part of System 

deployment,  the centralized network architecture collects data from single monitored System,  ‘‘distributed'' 

network architecture that collects data from multiple monitored systems so as to detect the entire network,  

distributed and cooperative attacks or ‘‘hybrid'' of both. The distributed configuration must be cloud-based or 

grid-based, at last, the view of Detection Strategy directs that the Detection Discipline would be ‘‘state-based'' 

(secure or insecure) or ‘‘transition-based''( from secure to insecure and vice versa), and both may be stimulating 

or non-obtrusive evaluation. Besides,   Processing Strategy is logically ‘‘centralized'' or ‘‘distributed''. For the 

Detection Methodology, one of ‘‘Anomaly-based'', ‘‘signature-based'' and‘‘specification-based'' is adopted and 

explained in the part. Y. Leu et. al. 2008;Bharat Rathi and Dattaray V.Jadhav 2014;Mehdi maukhafi et. al. 

2017;Mohammad Sazzadul Hoque et. al. 2012. 
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RESULT OF HYBRID MODEL PSO-ELM 
 

We have applied the dataset of KDD’99 intrusion detection dataset. That dataset is available for research 

purpose. On this dataset, there are 41 features of IDS dataset. We have worked on features. We have a reduced 

number of features and get the result of our model.We have found five best features. That dataset downloaded 

from UCI repository for training the hybrid model of PSO-ELM and we have found the result of our model. We 

get the result of our hybrid model is 99.7% accuracy for detection of IDSG.B. Hung et. al. 2006;G.B. Hung and 

L. Chen 2007;G.B. Huang et. al.2012; J. Tang et. al. 2015;G.B. Huang et. al. 2015;L. L. C. Kasun et. al. 2013. 

 

 
 

 

CONCLUSIONS 

 

We have introduced an overview of detection methodologies, approaches, and technologies for IDSs. Each 

technique has its own advantages and disadvantages, so that we should be careful while selecting the 

methodologies, let's see the pattern-based IDS for a while, although it is simple to implement and very effective 

to inspect known attacks, it is very difficult for this approach to identify the unknown attacks concealed by 

evasion techniques and many types of  known attacks. And several rule-based techniques proposed to detect the 

unknown attacks, such techniques may lead to the problem of creating and updating the knowledge for given 

attacks. Currently, we got the result by using with single objective PSO-ELM model and accuracy of that ids 

model is 99.7% with a minimum of time by using KDD’99 dataset of 25129 datasets from UCI repository. 

Performance of the ELM based PSO model is the best one compare to the other algorithms is with time 

requirements. 
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